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Concentration Inequalities



Outline

Sub-Gaussian and sub-exponential random variables

Symmetrization

>
>
» Applications to uniform laws
» Azuma-Hoeffding inequalities
>

Doob martingales and bounded differences inequality
Reading: (this is more than sufficient)

» Wainwright, High Dimensional Statistics, Chapters 2.1-2.2
» Vershynin, High Dimensional Probability, Chapters 1-2.

» Additional perspective: van der Vaart, Asymptotic Statistics,
Chapter 19.1-19.2
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Concentration inequalities

inequalities of the form
P(X > t) < ¢(t)
where ¢ goes to zero (quickly) as t — oo

often, want to deal with sums, so instead (e.g.)

P(X, > t) < ¢n(t)

» underpin many ULLNs

» key in high-dimensional statistics (concentration of measure)
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The familiar Markov bounds

Proposition (Markov's inequality)

If X >0, then P(X > t) < ™1 for all t > 0.

Proposition (Chebyshev's inequality)
For any t > 0, P(|X — E[X]| > t) < Y&X)

t2
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Sub-gaussian random variables
A mean-zero random variable X is o2-sub-Gaussian if

)\20.2
E[exp(AX)] < exp <2> for all A € R.

(many equivalent definitions; see Vershynin or exercises)
Example
If X ~ N(p,02), then

E[exp(A(X — E[X]))] =

Example
If X € [a, b], then

205 -\2
E[exp(\(X — E[X]))] < exp <M) .

8
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Tensorization identities

» variance inequality familiar: if X; are independent,

Var (i X,) = iVar(X;)
i=1 i=1

Proposition
If X; are independent and a,-z—sub—Gaussian, then Y7 1 X is
S, 02 sub-Gaussian.
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Chernoff and Hoeffding Inequalities
Corollary (Chernoff bounds for sub-Gaussian random variables)
Let X be 0-sub-Gaussian. Then

P(X — E[X] > t) < exp <—2i:2> .

Corollary (Hoeffding bounds)

If X; are independent U,-Z—sub—Gaussian random variables,

1o nt?
P (n > (X —E[X]) > t) < exp <—zzng> :

i=1 n

> usually stated as X; € [a, b], so bound is exp(—%)
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Maxima of sub-Gaussian random variables

> often want to control deviations of maximum (supremum in
ULLNSs)

Proposition

Let {Z;}N | be o2-sub-Gaussian (not necessarily independent).
Then

E [m.axZ,} < V/202%log N.
1
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Sub-exponential random variables

» more nuanced control if variance small, or sub-gaussian
parameter unavailable
Definition (Sub-exponential)
A random variable X is (72, b)-sub-exponential if

27_2
Elexp(A(X — E[X]))] < exp <)\2> for |A| <

o | =

Proposition (Tail bounds for sub-exponentials)
If X is (72, b)-sub-exponential, then

P(IX —EIX]| > t) < 2exp (_min{;[t)})
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Examples

Example (Bounded random variables)
If X € [~b,b], E[X] =0, and Var(X) = 02, X is
(202, b)-sub-exponential.

> see also Vershynin, Ch. 2
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Tensorization
Proposition (Tensorization)

Let X; be independent (72, b;)-sub-exponential. Then >_7_ X; is
(>0, 72, max;<, b;)-sub-exponential.

Corollary (Bernstein-type bounds)
If |X;| < b and Var(X;) < o2, then

2
P([X, — E[X,]| > t) < 2exp <—cmin {”’; ’Z}) for t > 0.
g
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Symmetrization

» important idea in uniform laws of large numbers and
concentration

» Banach space theory (surprisingly) develops many of these
ideas

motivation: for ULLNs, Markov's inequality gives

P (sup(Pn — P)f > t) < Elsuprer(Pn = P)f]
feF t

sometimes if P, — P is symmetric, it's easier to deal with
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Symmetrization in a vector space

» X; are arbitrary vectors in a normed space with norm ||-|

» ¢; € {1} are i.i.d. uniform signs (Rademacher variables)

Theorem
Let F : Ry — R, be convex, increasing, and X; be independent.
Then
n
E <E .

g

> (X - E[Xi])H)

i=1

F<2

n
E giXi
i—1

)
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Consequences

Corollary
IfE[X;] = 0, for any norm ||-|| and p > 1, we have

Zn: X,' Zn: E,'X,'
i=1 i=1

p p

E

gszl
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Consequences

> treat measures as vectors (linear mappings from F to R)

> norm ||u]| z = supser | [ fdp|
» (ignore measurability, completeness, etc.)

Corollary
Let PO be shorthand for random measure

1 n
POf =2 eif (X))
n ”,-:15 (X))

Then
E ([P, — PlI%] <2PE[||PY|| 5] -
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Uses of symmetrization

often easier to deal with symmetric random variables
can give (much) more precise bounds on these quantities
easy proofs of ULLNs

quantity >-7_; &;X; is Y7, X?-sub-Gaussian (conditional on
X,'S)

vvyyy
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Rademacher complexities

Definition
The empirical Rademacher complexity of a class F is

Zsf

The Rademacher complexity is R,(F) := E[Rn(F | X{")].

)| | X7

RulF | X7) — E [sup o [P0 X7

feF

Corollary

2
P (sup |P,f — Pf| > t) < —Ru(F),
fer nt

so0 if Ry(F) = o(n) then ||P, — P||z 2 0.
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Metric entropies and symmetrization give a ULLN
> typical to have an envelope function, i.e. if F C {X — R}
there exists F such that
|f(x)| < F(x) forall f € F and PF < o0

» Define truncated class for M € R by

() = {f(x) if |f(x)] < M

0 otherwise

and Fp = {fy: f € F}

Theorem
Let F have envelope F € L1(P). Iflog N(Fum, LY(Py,),€) = o(n)
for all M < oo and € > 0, then ||P, — P|| = 5 0.
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Proof of ULLN

Lemma (Metric entropies bound Rademacher complexity)
For any class of functions G C {X — R}, for
02 =supgeg = S7; 8(X;)? we have

RalG | X{) < 1/no2log N(G, L3(Pn). ) +c.
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Examples:

Example (Lipschitz functions)
If F is the collection of 1-Lipschitz functions on [0, 1] with
f(0) =0, then
1
|Og N(f’ ||Hoo’6) = ;
and

1
E[||PRf]l 2] S 6+\/77
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Revisiting concentration

goal: often we'd like to show concentration of more complex
objects than averages, e.g.

1
sup — f(X;
fe}‘”iz_; (%)

major tool: martingales
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Martingales

Definition (Non-measure theoretic version)

Let X1, X5, ... be a sequence of random variables and 71, 25, ...
be another, where X; and Z;_1 are functions of Z;. Then X; is a
martingale difference sequence adapted to Z; if

E[X, ’ Z,'_l] =0 for all i,

and M, :=>""_; X; is the associated martingale

(converse definition: given M, such that E[M, | Z,—1] = Mp_1
and M, is a function of Z,, X, = M, — M, _1 is the difference
sequence)
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Sub-Gaussian Martingales

A martingale difference sequence {X;} is o2-sub-Gaussian if

202 :
Elexp(AX;) | Zi—1] < exp <2> for all i, Z;~*.

Theorem (Azuma-Hoeffding)

Let X; be a,-z—sub-Gaussian martingale differences. Then for t > 0,

n 2
t
P xzt) <en(-ger)-
(,-:1 ’ ) 230, 07
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Doob martingales and functions of independent variables

> X; € X are independent random variables
> A" >R
» to control f(X{) — E[f(X]")] construct Doob martingale

construction: set Z; = {X{ '} and define differences
Di = E[f(X{) | Zi] = E[f(X7) | Zi-4],

SO

> Di = f(X{) — E[f(X])]
i=1

observation: D; are martingale differences adapted to Z;
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Bounded differences (McDiarmid’s) inequality

Theorem (Bounded differences)
Let f : X" — R satisfy c;-bounded differences,

|f-(X]’:71,X,'7Xiﬂ_1) - f(Xi-ilaXl{aXirli-ln <g¢ all XaX/ € X"

Then f — Pf is 7 | c2-sub-Gaussian.

Corollary
Let f : X" — R have c;-bounded differences and X; be
independent. Then

2t2

—_ fort > 0.
PRy C,2> N

P(f(X{) — Pf>t) <exp (—
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Rademacher complexities and bounded differences

» the empirical process often satisfies bounded differences

Proposition
Let F C {X — R} satisfy |f(x) — f(x')| < B for x,x’ € X. Then
n

sup— > (f(X;)—Pf) and ||P, —PH}-_sup‘ Z(f ‘

satisfy % bounded differences.
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Concentration of the empirical process

Corollary
Let F C {X — R} satisfy |f(x) — f(x')| < B for all x,x" € X.
Then

2 2
P <sup(P,,f — Pf) > E[sup(Paf — Pf)] > t) < exp (—”2
feF fer B

2nt?
P(IPn = Pllz 2 E[l|Pn — Pll] +t) < exp | =55~

for all t > 0.

Preview: by symmetrization,

] — 2Rn(]:)’

E[||Pn — Pl < 2E[||Py .

Iz

so controlling expectations evidently important
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