Stats 300b: Theory of Statistics Winter 2017

Lecture 16 — March 2, 2017

Lecturer: John Duchi Scribe: Jaime Roquero Gimenez

@ Warning: these notes may contain factual errors
Reading:

Outline:
1. Finish uniform laws, rates and moduli of continuity.

2. Asymptotic testing: Power, Local alternatives, Efficiency and comparing tests

1 Recap: M-estimation problem
We consider the objective function and its empirical form

M,:0 =R
M :0 — E[M,(0)]

and we consider the case where M (6y) > M (6) + d(6,0,)* near 6, = argmax,co M (6).

Idea: compare M (6y)— M (0) (Gaps in population) vs. M, (6y)— M, (0) (Gaps in empirical
version).

Example 1: Suppose we had

d(f)suel))q |Mi(6) — M(0) — (Ma(80) — M(60))] <

Bl

Let 6, = argmax, M, (0), assume consistency of the estimator: ie. 0, — 6, in probability.
Then

M, (80) = My, (6p) — M(6) + M(6,,) + M(6p) — M(6,,)
M, (6) — M(0y) + M(8,) + d(6y,0,)?

0> M,(60) — M(60) — (M, (6,) — M(6,))

~ od(6y,0,)

>
N

+ d(6,,6,)*

ie. d(6y,6,) <

=



Example 2: Let my(z) be Lipschitz in 6, and M, (0) = P,my(z).
Let P) = L% | €0y, the symmetrized empirical measure.

Then
E [d(@s}au))q ’Mn(G) ~ M(6) = (Mn(80) - MwO))”
(x) <2E [dws;lr;q By (mg — mag, ) (X)]

t
<& / V1og N(6 — ball, d, ) de

C‘St/ [ dlog( 1+

<C’st—
\/_

Where in (x) we apply symmetrization and in (%x) we bound by the entropy integral

given that
2

exp <)\Zj:€i (mg(XZ-) — Mg, (XJ))] < exp (%nd(e, 90)2>

as my(z) is Lipschitz in 6, so v/nP?(mg — my,) is d* sub-gaussian.

&

2 Moduli of continuity and convergence rates

Theorem 1. Suppose M (6y) > M (0) + d(0,6,)* near 6,.
Let ¢ be such that ¢(cd) < c*¢(d) for some a € (0,2).

Assume

d(6,00)<6 n

~—

Let r,, — +0o such that ra¢(;-) < /n.
If 0, — 0, in probability, then rnd(én, 0p) = Op(1)
5

Idea: Estimation errors can scale at most as diﬁﬁ) ~ d(e% with o < 2. But the growth
of the objective function is quadratic: d(6, 6y)?.

1
§& ., . 1\ s
We solve 62 = & ¢ it implies § = G ESR

Proof Let n <¢. Then P(d(én, 00) > n) = o(1) (consistency of the estimator).
Define the shell: S,,; = {0 : 2771 < r,d(0,6,) < 27}.

Consider the event

for some ¢t > 0.



Then 35 > t such that én € Sjn.
Therefore

P(rnd(6,,00) > 2',d(0,,00) <) +P(d(6,, 00) > 1)
— (X P@ueS) + Pl 00) > )
( Y PE0 € S M, (0) > Mn(QO))> +o(1)

But if M, (0) > M, (6,) for some 6 € Sj,, then

M (0) — M(0) = My(6o) — M(6o) + M(6o) — M(6)
> M,,(60) — M (6,) + d(8,6,)*
So 02
sup [(Ma(6) = M(6)) = (Ma(60) = M(00)] = 5
And
P(30 € Sjn, M, (0) >M,(6))
< B(sup |(M(6) — M(8) — (M (60) ~ M(@0)] > )
< 5 EL sup [(M,(0) — M(6)) — (M, (60) — M (6y))]

r? 27 r22e 1 4
n = n - j(a—2)
S4]'\/% (b(rn) - 41\/ﬁ¢(rn) s 2

So we bound the inequality above with this result and get:

So by taking ¢ large enough we get that r,d(f,,6y) = Op(1)

Observation 2. If ¢(§) = 6%, solving r%gb(%) = \/n gives r, = R for the convergence
rate.
More generally, if M(0y) > M(0)+d(0,60y)° then we could choose r,, such that rﬁgb(%) <

1
V1 so that r, = n2F- . In order to get r, — +00, we want cases where growth in d(.,.)"
dominates moduli of continuity ¢(§) ~ 0% at size \/n.



